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Abstract— In this paper, a hierarchical control strategy of
vehicle platoons is presented, in which the longitudinal and lateral
coupling property of vehicles is taken into account. A three-
degree-of-freedom dynamic model of vehicles is approximated
to a “global” linear model by the Koopman operator theory.
A synchronous distributed predictive control scheme of vehicle
platoons is proposed as an upper-level controller, where both
the linear vehicle model and a linear parametric-varying lane-
keeping model are adopted to predict the dynamic of vehicles,
and keep vehicles in the designated lane. Thus, it can avoid
the solution of nonlinear optimization problems and reduce the
computational burden accordingly. A lower-level controller is
designed, where the desired longitudinal control force determined
by the upper-level controller is transformed into the desired
throttle angle and brake pressure through an inverse longitudinal
dynamics model of vehicles. The joint simulation results by
PreScan, CarSim and MATLAB/Simulink show that when the
leader vehicle accelerates or decelerates, the following vehicles in
the platoon can keep the same velocity as the leader vehicle, and
maintain the desired safety distance between the front and rear
vehicles. In addition, joint simulation in the curved road scenario
show that the performance of lane keeping can be guaranteed
for vehicle platoons with the proposed control strategy.

Index Terms— Vehicle platoon, longitudinal and lateral cou-
pling, Koopman operator, lane-keeping, distributed model
predictive control.
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NOMENCLATURE
vx

i longitudinal velocity of the i th vehicle
v

y
i lateral velocity of the i th vehicle
ψ̇i yaw rate of the i th vehicle
I z
i inertia moment of the i th vehicle around the

z-axis
Fi

x f longitudinal forces of the front tires of the i th

vehicle
Fi

xr longitudinal forces of the rear tires of the i th

vehicle
Fi

y f lateral forces of the front tires of the i th vehicle
Fi

yr lateral forces of the rear tires of the i th vehicle
ai distance from the front axles to mass center of

the i th vehicle
bi distance from the rear axles to mass center of

the i th vehicle
mi mass of the i th vehicle
Cc f

i cornering stiffness of the front tires of the i th

vehicle
Ccr

i cornering stiffness of the rear tires of the i th

vehicle
δi steering angle of the front tires of the i th

vehicle
is steering ratio of the i th vehicle
δ

f
i steering wheel angle of the i th vehicle

ig,i gear ratio of the transmission of the i th vehicle
io,i ratio of final gear of the i th vehicle
ηT,i mechanical efficiency of driveline of the i th

vehicle
re f f,i effective rolling radius of the wheel of the i th

vehicle
Tdes,i desired engine torque of the i th vehicle
we,i current engine speed of the i th vehicle

I. INTRODUCTION

CONTROL of connected autonomous vehicle platoons has
significant social and economic value for improving vehi-

cle driving safety, energy-saving, and emission reduction [1].
According to the U.S National Highway Traffic Safety Admin-
istration, approximately 84% of traffic accidents are caused by
driver misoperation. The platooning of autonomous vehicles
can significantly reduce driver fatigue, avoid traffic accidents
caused by driver misoperation, and greatly improve driving
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safety. Moreover, according to the research of the Netherlands
Organization for Applied Scientific Research (TNO), vehicle
platoon can save 10%∼15% of fuel consumption. In addi-
tion, vehicle platoon can increase road traffic capacity, and
mitigate traffic congestion. Considering its great potential for
energy saving, safety, and high efficiency, control of connected
autonomous vehicle platoon has attracted increasing interest
in the field of intelligent networked vehicles and intelligent
transportation system [2].

The platoon of connected autonomous vehicles is decom-
posed into four interrelated components in [3]. Under
the four-components framework, the vehicle platoon model
describes the behavior of each involved vehicle in the pla-
toon [2], [3]. The single integrator model is the simplest
vehicle platoon model, in which the position and velocity of
vehicles are the state and control input, respectively. In [4],
based on the single integrator model, an optimal controller is
designed to achieve vehicle platoon driving. In [5], a double-
integrator model is established to study the stability and
robustness of a vehicle platoon. For the third-order model, the
position, velocity, and acceleration of vehicles are chosen as
state variables, and the desired acceleration is the control input.
In [6], based on the third-order linear model, a hierarchical
control scheme is proposed to guarantee platoon stability.
However it ignores the longitudinal and lateral dynamics of
vehicles. Nonlinear vehicle platoon models cover longitudinal
dynamics including engine, transmission, and air resistance,
etc [7], [8]. For the vehicle platoon driving on the curved
road, not only the longitudinal dynamics but also the lateral
dynamics have to be considered. In [9], a two-degree-of-
freedom bicycle model is used to describe the lateral dynamics
of vehicles, and a model predictive controller is designed
to guarantee performance of both longitudinal following and
lateral stability of vehicles on the curved road. In [10], a lane-
keeping model is adopted to describe the lateral dynamics
of vehicles. However, the longitudinal and lateral vehicle
dynamics are decoupled in [9] and [10]. It is pointed out
in [11] and [12] that the coupled longitudinal and lateral
properties of vehicles must be considered for a vehicle platoon
driving at high velocities. In this paper, a vehicle platoon
model describing the longitudinal and lateral dynamics simul-
taneously is established, and the coupled longitudinal and
lateral control strategy of the vehicle platoon is proposed.

Not only centralized control schemes but also distributed
control are widely used in vehicle platoon where a local con-
troller based on vehicle-to-vehicle communication topology is
designed for each vehicle, and low computational cost and
strong reliability are achieved [13], [14]. In [15], stability of
the vehicle platoon with a distributed proportional controller is
analyzed when there is a time delay in receiving information
from the leader vehicle. Although the design of the distributed
proportional controller is simple and easy to implement,
it cannot handle constraints and disturbances [16]. Sliding
mode controller and H∞ controller can effectively deal with
uncertainties and disturbances of systems. In [17], a distributed
sliding mode controller is proposed for vehicle platoons. The
sliding mode surface and the control law are designed by a new

topological structure function, which enables the strategy to
deal with the diversity of information topologies. In [18], a dis-
tributed H∞ control strategy is proposed for heterogeneous
vehicle platoon with communication delay, which guarantees
robust stability, string stability, and tracking performance.
In [19] and [20], a distributed robust PID control scheme is
proposed which is able to attenuate uncertainties or distur-
bances acting on agents. In [21], a distributed model reference
adaptive controller is designed to address the containment
control problem of heterogeneous uncertain multi-agents sys-
tem. Distributed model predictive control (DMPC) is widely
adopted in vehicle platoons since it can handle constraints, pre-
dict future dynamics, and deal with multi-objective optimiza-
tion problems [22], [23]. In [24], a distributed model predictive
controller is designed to achieve consistency and string stabil-
ity of heterogeneous vehicle platoons. In [25], a dual-mode
DMPC scheme is applied to save communication resources,
and reduce computational burden. In [26], a DMPC algorithm
based on Nash optimality is proposed, where controllers can
exchange information during the process of optimization.
In [27], a DMPC approach is developed with guaranteed local
stability and multi-criteria string stability. In [28], a DMPC
algorithm under switching communication topologies and
abnormal communications is proposed. The researches men-
tioned above only investigate the longitudinal tracking control
of a vehicle platoon. However, on a curved road, not only
longitudinal control, but also lateral control are required in
order to achieve safe driving of vehicle platoons [29], [30].
Lateral control approaches of vehicle platoons are usually clas-
sified as a lane following approach or a predecessor-vehicle’s
path following approach [31], [32]. In [32], an integrated
longitudinal and lateral control scheme is proposed, where
a proportional controller is designed to follow the velocity
of the predecessor vehicle and ensure string stability, and a
linear time-varying model predictive controller is adopted to
achieve the driving path following of the predecessor vehicle.
In [33], a distributed longitudinal protocol and a potential
function-based distributed lateral control scheme are proposed,
which is able to address communication delays and realize
merging/splitting maneuvers among platoons. In [34] and
[35], a decoupled longitudinal and lateral control strategy is
proposed, where a lane keeping controller is designed to keep
the vehicle platoon within a designated lane. Furthermore, the
longitudinal and lateral control of vehicles in the platoon are
considered independently [36], in which coupling characteris-
tics of the longitudinal and lateral dynamics are ignored.

Coupled control of longitudinal and lateral dynamics
of autonomous vehicles is a challenging problem. Some
researches pay much attention on coupled control of single-
vehicles, for example, a nonlinear model predictive control
(MPC) algorithm is designed in [37] and [38]. A longitudinal,
lateral and vertical integrated control based on nonlinear
MPC is proposed in [39] for electric vehicles which takes
manipulability, stability and comfort requirements into con-
sideration at the same time. The offset-free MPC is proposed
in [40] for coupled longitudinal and lateral motion control
of autonomous vehicles. Based on a vehicle kinematic model
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considering the longitudinal, lateral and yaw motions, MPC
is proposed in [41] to efficiently track the planned trajectory.
A novel combined longitudinal and lateral controller based
on the unicycle kinematic model is designed in [42] for the
hybrid vehicle platoon by introducing a key point sequence
matrix. A sliding mode control strategy is proposed in [43]
and [44] to effectively handle the coupling and coordination
of the longitudinal and lateral motion of vehicles in the
platoon. However it cannot deal with constraints, and might
produce chattering phenomenon. The coupled control problem
of vehicle platoons is studied in [45] and [46] using MPC
scheme with the focus on merging control on straight roads.
MPC considering a nonlinear vehicle platoon model can
lead to nonlinear optimization problems, which will increase
the computational burden accordingly [47]. Fortunately, the
development of Koopman operator theory [48] provides an
approach to describe a finite dimensional nonlinear system
with an infinite-dimensional linear system [49]. Dynamic
mode decomposition (DMD) algorithm is commonly used to
approximate the Koopman operator with a finite dimension
matrix [50], [51]. Furthermore, the Koopman operator theory
serves as a global linearization method, outperforming local
linearization methods in its ability to approximate nonlinear
systems [48], [52].

In this paper, a three-degree-of-freedom (3-DOF) dynamic
model of vehicles is approximated to a “global” linear model
by the Koopman operator theory. Combining the linear model
and a lane keeping model, a linear parametric-varying (LPV)
vehicle platoon model is established. Then, a synchronous
DMPC algorithm is designed. Together with the proposed
lower-level controller, performance of longitudinal tracking
and lane keeping of the vehicle platoon is verified by the joint
simulation based on PreScan, CarSim and Simulink. The main
contributions of this paper are as follows:

1) Dynamic mode decomposition of Koopman operator
theory is adopted to obtain a “global” linear model of the
nonlinear vehicle dynamics. Combining the linear model
and the lane keeping model, a linear parametric-varying
vehicle platoon model is established.

2) A hierarchical structure with coupled longitudinal and
lateral control is proposed for the vehicle platoon. A syn-
chronous DMPC algorithm is proposed as an upper-level
controller, where both the linear vehicle model and
the linear parametric-varying lane-keeping model are
adopted to predict the dynamic of vehicles, and keep
vehicles in the designated lane. Thus, the linear approx-
imation can avoid the solution of nonlinear optimization
problems and improve computational efficiency, so as
to realize the real-time control of the vehicle platoon.
Since the desired longitudinal control force calculated
by distributed model predictive controller cannot be
implemented directly on a real vehicle, a lower-level
controller is designed, which transforms the desired
longitudinal control force into throttle angle and brake
pressure by the inverse longitudinal dynamics model
of vehicles.

The rest of the paper is organized as follows. Section II is
problem setup, including longitudinal and lateral dynamics of

Fig. 1. The vehicle platoon on the curved road.

Fig. 2. The 3-DOF bicycle model of vehicles.

vehicles, Koopman operator for vehicle dynamics, the lane-
keeping model, vehicle platoon model, control objective of
vehicle platoons. Section III is the design of the coupled
longitudinal and lateral control strategy. Section IV is the
joint simulation by PreScan, CarSim and MATLAB/Simulink.
Section V concludes the paper.

II. PROBLEM SETUP

Considering a vehicle platoon consists of one leader vehicle
and N following vehicles, where the leader vehicle is denoted
by 0 and the following vehicles are 1 · · · N , respectively.
Suppose that the leader vehicle is uncontrollable and maintains
its desired motion. The structure of the vehicle platoon on the
curved road is shown in Fig. 1.

A. Longitudinal and Lateral Dynamics of Vehicles

For the vehicle platoon driving on the curved road, coor-
dinated control of both longitudinal and lateral motion is
required. A 3-DOF bicycle model of vehicles is shown in
Fig. 2, which includes longitudinal, lateral, and yaw motions.

The mechanical equation of the longitudinal, lateral, and
yaw motion of the i th vehicle is [53]:

(mi v̇
x
i − mi v̇

y
i ψ̇i ) = Fi

x f
+ Fi

xr

(mi v̇
y
i + mi v̇

x
i ψ̇i ) = Fi

y f
+ Fi

yr

I z
i ψ̈i = ai Fi

y f
− bi Fi

yr
(1)

where i ∈ 1, 2, . . . , N .
Assume that the slip angles of front and rear tires are within

a small range [54], and the model of tires is linear, i.e., the
lateral force of front and rear tires are

Fi
y f

= Cc f
i (δi −

v
y
i + ai ψ̇i

vx
i

)

Fi
yr

= Ccr
i (

bi ψ̇i − v
y
i

vx
i

) (2)
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Set F x
i = Fi

x f
+ Fi

xr . The vehicle dynamic model of
longitudinal and lateral coupling is as follows:

v̇x
i =v

y
i ψ̇i +

1
mi

F x
i

v̇
y
i =−vx

i ψ̇i +
1

mi

(
−
(Cc f

i + Ccr
i )v

y
i

vx
i

−
(Cc f

i ai − Ccr
i bi )ψ̇i

vx
i

+Cc f
i δi

)
ψ̈i =

1
I z
i

(
−
(Cc f

i ai − Ccr
i bi )v

y
i

vx
i

−
(Cc f

i a2
i + Ccr

i b2
i )ψ̇i

vx
i

+Cc f
i aiδi

)
(3)

Define the state as xi = [vx
i v

y
i ψ̇i ]

T and the control input
as ui = [F x

i δi ]
T . Rewrite the 3-DOF bicycle model (3) as:

ẋi = f (xi , ui ) (4)

where function f : R3
× R2

−→ R3 represents the nonlinear
mapping of (3).

B. Koopman Operator for Vehicle Dynamics

The basic idea of the Koopman operator theory is to convert
a nonlinear dynamics system into a linear system in a new
space [48], [49]. Denote Ts as the sampling time. Then, with
a little abuse of notation, the discrete counterpart of (4) is
rewritten as

xk+1,i = f
(
xk,i , uk,i

)
(5)

where xk,i ∈ R3 and uk,i ∈ R2 are the state and control input
of the i th vehicle at time instant k.

Define κ as the Koopman operator acting on the observation
function ϕ

(
xk,i

)
, i.e.,

κϕ
(
xk,i

)
= ϕ

(
xk+1,i

)
= ϕ

(
f (xk,i )

)
(6)

where ϕ
(
xk,i

)
is also referred to as a Koopman

eigenfunction [55].
DMD algorithm can be adopted to approximate the Koop-

man operator κ [50], [51]. In DMD algorithm, the input and
output data matrix are comprised of p snapshots which each
from the nonlinear vehicle dynamics (5), i.e.,

X D
i =

[
x1,i x2,i · · · x p,i

]
ϒi =

[
u1,i u2,i · · · u p,i

]
Y D

i =
[

x2,i x3,i · · · x p+1,i
]

(7)

where X D
i ∈ R3×p, Y D

i ∈ R3×p, ϒi ∈ R2×p, p is the total
number of snapshots.

The linear approximation of the nonlinear dynamics (5) can
be written as

Y D
i = AD

i X D
i + B D

i ϒi =

[
AD

i B D
i

] [
X D

i
ϒi

]
= 9i�i (8)

where AD
i ∈ R3×3, B D

i ∈ R3×2, 9i =
[
AD

i B D
i

]
, and �i =[

X D
i ϒi

]T . The best-fit linear operator 9i =
[
AD

i B D
i

]
can

be obtained by solving a least-squares optimization problem:

minmize
9i

∥∥∥Y D
i −9i�i

∥∥∥
F

(9)

where ∥ · ∥F denotes the Frobenius norm [56]. The matrix 9i
can be approximated by

9i = Y D
i �

†
i (10)

where �†
i is the Moore-Penrose pseudoinverse of �i . Apply

Singular Value Decomposition (SVD) of matrix �i , i.e.,

�i = U6V T (11)

where U ∈ R5×5 and V T
∈ R5×p are orthogonal matrices,

6 ∈ R5×5 is a diagonal matrix. Then, (10) can be rewritten as

9i = Y D
i V6−1U T (12)

In practice, we can improve the computational efficiency
by truncation of the expression �i = U6V T , and obtain
an approximation

�i ≈ Ur̃6r̃ V T
r̃

where Ur̃ ∈ R5×r , 6r̃ ∈ Rr×r , and V T
r̃ ∈ Rr×p are truncated

matrices. The parameter r is chosen as r = 3 in this paper.
Accordingly, 9i of (10) can be approximated as

9̃i=Y D
i Vr̃6

−1
r̃ U T

r̃ (13)

Similarly, AD
i and B D

i can be computed by the follow-
ing equations:

AD
i ≈ Y D

i Vr̃6
−1
r̃ U T

r̃ ,1

B D
i ≈ Y D

i Vr̃6
−1
r̃ U T

r̃ ,2 (14)

where Ur̃ = [Ur̃ ,1 Ur̃ ,2]
T , Ur̃ ,1 ∈ R3×r , Ur̃ ,2 ∈ R2×r .

Thus, the discrete linear model of vehicles can be con-
structed as

xk+1,i = AD
i xk,i + B D

i uk,i (15)

Note that the linear model (15) obtained by the DMD
algorithm remains the same number of dimensions as the
original system (5) [50], [51].

To verify the effectiveness of the linear vehicle model
approximated by the Koopman operator theory, the dataset
of the vehicle dynamics model (4) must be obtained first. Set
the sampling time Ts = 0.1s, and discretize (4) using the
Runge-Kutta method. Two simulation experiments are set to
compare the evolution of states of the nonlinear system (4)
and the linear system (15) approximated by the Koopman
operator theory.

• Scenario 1: The initial state of [vx
i v

y
i ψ̇i ] = [20 0 0].

The states are uniformly sampled in the interval: vx
i ∈

[5 30], vy
i ∈ [−1 1], and ψ̇i ∈ [−0.5 0.5], while

the inputs are uniformly sampled in the interval F x
i ∈

[−4000 4000] and δi ∈ [−0.1 0.1].
• Scenario 2: The initial state of [vx

i v
y
i ψ̇i ] = [20 0 0].

The longitudinal force F x
i is set to 3000N, and the

steering angle of the front tires is δi = 0.1sin(0.4π t).
Furthermore, the average Root Mean Square Error (RMSE)

is calculated as an objective evaluation index [48], i.e.,

RM SE =

√∑
k

∥∥xnonl(k)− xkoop(k)
∥∥2

2√∑
k ∥xnonl(k)∥2

2

× 100% (16)
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Fig. 3. Validation of the linear model approximated by the Koopman operator
theory (Scenario 1).

Fig. 4. Validation of the linear model approximated by the Koopman operator
theory (Scenario 2).

where xnonl(k) and xkoop(k) are states obtained at time instant
k from the nonlinear vehicle dynamics model (4) and the linear
model (15), respectively. Fig. 3 and Fig. 4 show the experiment
results of the nonlinear system (4) and the linear system (15)
under the two scenarios, respectively. Accordingly, the values
of the average RMSE under the two scenarios are 0.31% and
0.39%, respectively. It can be found that the linear model
developed by the Koopman operator theory can accurately
approximate nonlinear vehicle dynamics.

C. The Lane-Keeping Model

Suppose that the leader vehicle is uncontrolled, cf. its
position and velocity are given as s0 and vx

0 a priori. For
each vehicle i , i ∈ 1, 2, . . . , N describe its position as si , and
define its spacing error as

ep
i = si − (s0 − iddes)

where ddes is the desired distance between the front and
rear vehicles.

In this paper, the constant distance policy [57] is chosen

ddes = d0 (17)

with d0 > 0.

Fig. 5. The structure of the lane-keeping model.

In order to make vehicles run along both a curved or
straight road, a lane-keeping model is taken into account [43],
[44], [58]. The structure of the lane-keeping model is shown
in Fig. 5.

Denote the heading error of vehicle i relative to a lane as

eψi = ψd
i − ψi

where ψi and ψd
i are the actual vehicle heading angle and the

tangential angle of the desired lane, respectively.
Denote lateral position error from the mass center of the i th

vehicle to the center of lane as ey
i . Then one has

ėp
i = vx

i − vx
0

ėy
i = vx

i eψi − v
y
i − Lψ̇i

ėψi = ψ̇d
i − ψ̇i

(18)

where ψ̇d
i is the desired yaw rate, i.e.,

ψ̇d
i =

vx
i

R
The term R is the radius of the road, which is time-varying.
The term L is the specified look-ahead distance.

Assumption 1: The leader vehicle is uncontrolled, how-
ever, its position s0 and velocity vx

0 are assumed to be
known. In addition, both the road radius R and the specified
look-ahead distance L are also assumed to be known.

Remark 1: In principle, (18) is an autonomous system,
where vx

0 and ψ̇d
i are reference signals. If vx

i , vy
i and ψ̇i are

treated as “input”, (18) is a bilinear system; if vx
i , vy

i and ψ̇i
are treated as varying parameters, (18) is a linear parametric-
varying system.

D. Vehicle Platoon Model for Control

Combine (15) and (18), and define the state

X i (k) =
[
vx

i (k) v
y
i (k) ψ̇i (k) ep

i (k) ey
i (k) eψi (k)

]T

The control inputs are the desired longitudinal control force,
and the steering angle of the front tires, respectively

Ui (k) =
[
F x

i (k) δi (k)
]T

Then, a discrete linear parametric-varying model describing
the longitudinal and lateral dynamics is

X i (k + 1) = Ai
(
vx

i (k)
)

X i (k)+ BiUi (k)+ Eiwi (k) (19)
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Fig. 6. The distributed control framework of the vehicle platoon.

where

Ai
(
vx

i (k)
)

=


AD

i 03×3
Ts 0 0 1 0 0
0 −Ts −Ts L 0 1 Tsv

x
i (k)

0 0 −Ts 0 0 1



Ei =


03×2
−Ts 0

0 0
0 Ts

 Bi=

[
B D

i
03×2

]
wi (k) =

[
vx

0 (k)
ψ̇d

i (k)

]

Note that the system matrix Ai
(
vx

i (k)
)

depends on the
time-varying parameter vx

i ∈

[
vx

i,min vx
i,max

]
, where vx

i,min
and vx

i,max are the minimum and maximum longitudinal veloc-
ity of the i th vehicle. Denote the matrices Amin

i
(
vx

i (k)
)
,

Amax
i

(
vx

i (k)
)

as{
Amin

i
(
vx

i (k)
)

= Ai
(
vx

i (k)
)
|vx

i =vx
i,min

Amax
i

(
vx

i (k)
)

= Ai
(
vx

i (k)
)
|vx

i =vx
i,max

The system matrix Ai
(
vx

i (k)
)

belongs to a polytope �i , i.e.,

�i := Con
{

Amin
i

(
vx

i (k)
)
, Amax

i
(
vx

i (k)
)}

where Con {·} is a convex hull of matrices.
Remark 2: The model (19) describes the longitudinal and

lateral dynamic characteristics of vehicles in the platoon, i.e.,
the vehicle in the platoon maintains within the designated lane.

Remark 3: It is also feasible to directly obtain an LPV
model from a nonlinear vehicle platoon model. However,
if the direct LPV model is adopted, which will depend
on the time-varying parameters of

{
v

y
i ∈ [v

y
i,min v

y
i,max ],

vx
i ∈ [vx

i,min v
x
i,max ],

1
vx

i
∈ [1/vx

i,max 1/vx
i,min]

}
. Fur-

thermore, a polytope linear differential inclusions (LDI)
of the direct LPV model can be described as �i :=

Con {[A1 B1], [A2 B2], . . . , [AM BM ]}, where M ≥ 8, which
might cause the obtained terminal set to be more conserva-
tive [59], [60].

Remark 4: Since the longitudinal and lateral characteristic
of the vehicle in the platoon depends strongly on reference
signals vx

0 and the radius of the road R, it is difficult to
obtains its “global” linear model directly by the Koopman
operator theory.

Remark 5: The matrix Ai
(
vx

i (k)
)
, i ∈ [1, N ], is a lower

triangular matrix, i.e., ep
i , ey

i and eψi have no direct influence
on vx

i , vy
i and ψ̇i .

E. Control Objective of Vehicle Platoon

The longitudinal control objective of the vehicle platoon is
to track the longitudinal velocity of the leader vehicle, and to
force the inter-vehicle spacing errors converge to zero, i.e.,{

minimize
∥∥vx

i (k)− vx
0 (k)

∥∥2
2

minimize
∥∥ep

i (k)− 0
∥∥2

2

(20)

where ∥ϑ(k)∥2 defines as the 2-norm of the function ϑ(k),
i.e., ∥ϑ(k)∥2 :=

√∑
∞

k=0(ϑ(k))2 < ∞, and lim
k→∞

ϑ(k) = 0.
In order to avoid collision of vehicles in the platoon,

a collision avoidance constraint is designed

ep
i,min ≤ ep

i (k) ≤ ep
i,max (21)

where ep
i,max and ep

i,min are the maximum and minimum
spacing errors.

The lateral control objective is that vehicles in the platoon
runs as close as possible to the centerline of the road, i.e.,{

minimize
∥∥ey

i (k)− 0
∥∥2

2

minimize
∥∥eϕi (k)− 0

∥∥2
2

(22)

Furthermore, in order to guarantee that vehicles in the
platoon do not go beyond the road boundary, the following
constraints are required to be satisfied{

eψi (k) ∈
[
eψi,min eψi,max

]
ey

i (k) ∈
[
ey

i,min ey
i,max

] (23)

where eψi,min and eψi,max are the allowed minimum and max-
imum heading errors of vehicle i relative to lane; ey

i,min and
ey

i,max are the minimum and maximum lateral position errors
relative to lane.

III. COUPLED LONGITUDINAL AND LATERAL CONTROL

A distributed control framework shown in Fig. 6 is adopted
for vehicle platoons, where each vehicle except for the leader
vehicle is controlled only using neighbouring information.
In Fig. 7, a hierarchical structure with coupled longitudinal
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Fig. 7. The hierarchical structure with coupled longitudinal and lateral control.

and lateral control is proposed for each vehicle, where the
upper-level controller is a synchronous distributed model
predictive controller to achieve control objectives of the
vehicle platoon. Since the desired longitudinal control force
F x

i calculated by the upper-level controller cannot be imple-
mented directly on the real vehicle, a lower-level controller is
designed, which transforms the desired longitudinal control
force into throttle angle and brake pressure by an inverse
longitudinal dynamics model of the vehicle. In Fig. 7, X i is
the state of the i th vehicle; X i,des is the desired reference of
the i th vehicle; is is the steering ratio of the vehicle, which
is defined as the ratio between the input angle of the steering
wheel and the output angle of the front tires; δ f

i is the steering
wheel angle; αdes,i is the desired throttle angle; pbdes,i is the
desired brake pressure.

A. Distributed Model Predictive Controller

Under the DMPC framework, a global optimization problem
is transformed into a local optimization problem of each vehi-
cle, i.e., all the following vehicles solve its own optimization
problem synchronously.

According to (19), the reference of the following vehicles
in the platoon is

X i,des(k)

=
[
vx

i,des(k) v
y
i,des(k) ψ̇

d
i (k) ep

i,des(k) ey
i,des(k) eψi,des(k)

]T

(24)

where
(i) vx

i,des(k) is the desired longitudinal velocity of the i th

vehicle. In order to guarantee that the vehicle in the
platoon can track the longitudinal velocity of the leader
vehicle, set vx

i,des(k) = vx
0 .

(ii) vy
i,des(k) is the desired lateral velocity of the i th vehicle.

Since a larger lateral velocity can result in handling sta-
bility problem of vehicles in the platoon, set vy

i,des(k) =

0, i.e., restrict the lateral velocity as small as possible.
(iii) ep

i,des(k) is the desired spacing error of the i th vehicle.
In order to minimize the spacing error, set ep

i,des(k) = 0.
(iv) eψi,des(k) and ey

i,des(k) are the desired heading error and
lateral position error, respectively. In order to guarantee
that the vehicle in the platoon runs as close as possible
to the centerline of the road, set eψi,des(k) = 0 and
ey

i,des(k) = 0.
Assumption 2: All the following vehicles share a synchro-

nized clock, i.e., time synchronization is guaranteed.

Note that vehicle-to-vehicle communication delays are very
insignificant (≈ 10ms), which can be negligible for a small
vehicle platoon [27], [61]. The vehicle-to-vehicle commu-
nication topology can be represented by a directed graph
G = {V, E}, where V = {0, 1, 2, . . . , N } represents the set
of vehicles, and E ⊆ V × V represents the set of edges in
connection of vehicles [7]. Furthermore, define A = [ai j̃ ] ∈

RN×N as the adjacency matrix, which is utilized to describe
the information interchange between any two vehicles. That is

A = [ai j̃ ] =

{
ai j̃ = 1, if

{
j̃, i

}
∈ E

ai j̃ = 0, if
{

j̃, i
}
/∈ E

(25)

where i, j̃ ∈ V and
{

j̃, i
}

∈ E represents a direc-
tional edge from vehicle j̃ to vehicle i . Define Ni ={

j̃ |ai j̃ = 1, j̃ ∈ 1, 2, . . . , N
}

as the neighbor set of the vehi-
cle i , i.e., vehicle i can receive information from each vehicle
j̃ ∈ Ni . Also, define 2i =

{
j̃ |a j̃ i = 1, j̃ ∈ 1, 2, . . . , N

}
,

which means that the vehicle i can send the information to
each vehicle j̃ ∈ 2i .

For each vehicle i , define the sequence of control inputs as

Ui (: |k) =
{
Ui (0|k), Ui (1|k), . . . , Ui (Np − 1|k)

}
where Np is the prediction horizon. Accordingly, the state
trajectory is denoted as

X i (: |k) =
{

X i (0|k), X i (1|k), . . . , X i (Np|k)
}

The desired reference trajectory is defined as

X i,des( j |k)

=
[
vx

i,des(k) v
y
i,des(k) ψ̇

d
i ( j |k) ep

i,des(k) ey
i,des(k) eψi,des(k)

]T

where j = 1, . . . , Np, X i,des(0|k) = X i,des(k), ψ̇d
i ( j |k) =

vx
i ( j |k)

R . Note that the radius of the road R is in principle time-
varying, and the heading error eψi (k) is caused by the variation
of the road curvature 1

R . Assume that the road curvature 1
R

can be measured within the preview distance L by vehicle-to-
road equipments. Furthermore, the preview distance L satisfies
L ≥ Np ∗ Ts ∗ vx

i,max for all i = 1, 2, . . . , N to ensure the
“measurement” of the heading error eψi (k) of vehicle i relative
to lane within the prediction horizon.

Denote

ỹi ( j |k) = C̃i X i ( j |k) , j = 0, 1, . . . , Np

with C̃i = diag(1, 0, 0, 1, 0, 0) as the predicted output tra-
jectory in the longitudinal direction.
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The optimization problem of each vehicle is as follows
Problem 1

minimize
Ui (:|k)

Ji
(
X i (: |k),Ui (: |k), ỹi (: |k), ˆ̃yi (: |k), ˆ̃y j̃ (: |k)

)
(26a)

subject to X i ( j + 1|k) = Ai
(
vx

i (k)
)

X i ( j |k)

+ BiUi ( j |k)+ Eiwi ( j |k) (26b)
X i (0|k) = X i (k) (26c)
F x

i,min ≤ F x
i ( j |k) ≤ F x

i,max (26d)

δi,min ≤ δi ( j |k) ≤ δi,max (26e)
vx

i,min ≤ vx
i ( j |k) ≤ vx

i,max (26f)

v
y
i,min ≤ v

y
i ( j |k) ≤ v

y
i,max (26g)

ψ̇i,min ≤ ψ̇i ( j |k) ≤ ψ̇i,max (26h)

ep
i,min ≤ ep

i ( j |k) ≤ ep
i,max (26i)

eψi,min ≤ eψi ( j |k) ≤ eψi,max (26j)

ey
i,min ≤ ey

i ( j |k) ≤ ey
i,max (26k)(

X i (Np|k)− X i,des(Np|k)
)

∈ X f
i (26l)

where

Ji
(
X i (: |k),Ui (: |k), ỹi (: |k), ˆ̃yi (: |k), ˆ̃y j̃ (: |k)

)
=

Np−1∑
j=0

{∥∥X i ( j |k)−X i,des( j |k)
∥∥

Qi
+

∥∥ỹi ( j |k)− ˆ̃yi ( j |k)
∥∥

Gi

+

∑
j̃∈Ni

∥∥ỹi ( j |k)− ˆ̃y j̃ ( j |k)
∥∥

Fi
+

∥∥Ui ( j |k)
∥∥

Ri

}
+

∥∥X i (Np|k)− X i,des(Np|k)
∥∥

Pi
(27)

In prediction horizon [0 Np−1], three types of control input
trajectories are defined

• Ui ( j |k ): the predicted control input trajectory
• Ûi ( j |k ): the assumed control input trajectory
• U∗

i ( j |k ): the optimal control input trajectory.

Accordingly, three types of state trajectories are denoted

• X i ( j |k ): the predicted state trajectory
• X̂ i ( j |k ): the assumed state trajectory
• X∗

i ( j |k ): the optimal predicted state trajectory.

In Problem 1, Qi , Gi , Fi , and Ri are positive definite weight
matrices to be determined. The term Pi is the terminal penalty
matrix. Note that ∥σi∥Qi = σ T

i Qiσi with Qi ∈ Rn×n and
Qi > 0 for a vector σi ∈ Rn . The terminal cost function
∥X i (Np|k)− X i,des(Np|k)∥Pi and the terminal set X f

i are
adopted to guarantee asymptotic consensus of the vehicle
platoon. The term ˆ̃yi ( j |k ) is the assumed output trajectory
of the i th vehicle. The term ˆ̃y j̃ ( j |k ) is the assumed output
trajectory transmitted from neighboring vehicle.

Note that for the linear parametric-varying system (19),
there exists a state feedback control law Ui (k) = Ki X i,e(k)
such that Ak

i := Ai
(
vx

i (k)
)

+ Bi Ki is asymptotically stable,
where X i,e(k) = X i (k)− X i,des(k), i.e., the linear parametric-
varying system (19) is controllable.

The assumed control sequence Ûi ( j |k ) is constructed

Ûi ( j |k)=

{
U∗

i ( j +1|k−1), j =0,· · ·,Np−2

Ki (X i (Np|k−1)−X i,des(Np|k−1)), j = Np−1
(28)

Apply the assumed control sequence, and calculate the
corresponding assumed output trajectory

{
X̂ i ( j + 1|k)= Ai

(
vx

i (k)
)

X̂ i ( j |k)+BiÛi ( j |k)+Eiwi ( j |k)
ˆ̃yi ( j |k)= C̃i X̂ i ( j |k)

(29)

where X̂ i (0|k) = X∗

i (1|k − 1).
In (27),
(i)

∥∥X i ( j |k)− X i,des( j |k)
∥∥

Qi
is the penalty between the

predicted and its desired references, which guarantees
the following vehicles in the platoon converge to the
desired reference.

(ii)
∥∥ỹi ( j |k)− ˆ̃yi ( j |k)

∥∥
Gi

is the penalty of the error of the
trajectory of the i th vehicle and its assumed output
trajectory. Minimization of

∥∥ỹi ( j |k)− ˆ̃yi ( j |k)
∥∥

Gi
can

avoid too much error between the assumed output tra-
jectory ˆ̃yi and the predicted output trajectory ỹi .

(iii)
∥∥ỹi ( j |k)− ˆ̃y j̃ ( j |k)

∥∥
Fi

is the penalty of the relative error
of the i th vehicle and its neighborhood. Minimization
of

∥∥ỹi ( j |k)− ˆ̃y j̃ ( j |k)
∥∥

Fi
can further guarantee that the

vehicle in the platoon reaches a formation.
In order to find a suitable terminal control gain Ki and a

terminal penalty matrix Pi , the following Discrete Algebraic
Riccati Inequality is required to be satisfied [62], [63]:

(
Ak

i

)T
Pi

(
Ak

i

)
− Pi ≤ −Q∗

i − K T
i Ri Ki (30)

where Q∗

i = Qi + 2|Ni |(C̃T
i Fi C̃i ); |Ni | is defined as the

cardinality of set Ni .
Further, using Schur Complement, (30) can be transformed

into a linear matrix inequality (LMI) problem [60], [64]:

maximize
Yi , Si

trace (Yi )

s. t Yi ≥ 0
Yi (Ai (v

x
i (k))Yi +Bi Si )

T Yi ST
i

Ai (v
x
i (k))Yi +Bi Si Yi 0 0

Yi 0 Q∗

i
−1 0

Si 0 0 R−1
i


≥ 0 (31)

with Yi = Y T
i > 0, Ai (v

x
i (k)) ∈ �i .

Thus, the terminal control gain Ki = Si Y −1
i and the

terminal penalty matrix Pi = Y −1
i is computed by solving

the LMI problem (31).
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Furthermore, in order to find the terminal set X f
i , the

following problem is considered [64]:

maximize
Zi

trace (Zi )

s. t Zi ≥ 0[
−Zi Zi (Ai (v

x
i (k))+ Bi Ki )

T

(Ai (v
x
i (k))+ Bi Ki )Zi −Zi

]
≤ 0

Ki Zi K T
i − ū2

i ≤ 0 (32)

where ūi refers to the pointwise maximum of the control input.
Thus, the terminal set

X f
i :=

{
η ∈ Rn

|ηT Wiη ≤ 1
}

(33)

with Wi = Z−1
i is obtained by solving problem (32). Also, the

terminal set X f
i is a sub-level set of the terminal cost ηT Piη,

see [62] and [64].
Suppose Assumption 1 holds. Then, while Problem 1 is

feasible at the initial time instant, the feasibility of Problem 1
can be guaranteed with the terminal penalty matrix Pi and
terminal set X f

i , see [65] and [66].
Remark 6: Since the feasibility of Problem 1 can be guar-

anteed with the terminal penalty matrix Pi and terminal set X f
i

if Assumption 1 holds and Problem 1 is feasible at the initial
time instant, the collision avoidance constraint (26i) and the
road boundary constraint (26j), (26k) can be satisfied at each
time instant k. That is, the safety of the vehicle platoon can
be guaranteed.

Remark 7: While robust MPC can deal with uncertainties
and disturbances, it is typically conservative or computation-
ally intensive. Instead, since the inherent robustness properties
of MPC with guaranteed nominal asymptotic consensus [66],
[67], parameter uncertainties or disturbances of vehicle pla-
toons need not take into account explicitly to some extent.

Remark 8: Note that the proposed scheme is suitable for
various communication topologies, while different objective
function is defined accordingly. Furthermore, the terminal con-
trol gain Ki , the terminal penalty matrix Pi , and the terminal
set X f

i need to be recomputed while different communication
topologies are considered.

Remark 9: A trajectory tracking problem rather than a
regulation problem is studied in this paper, which takes into
account the coupled longitudinal and lateral dynamics. Thus,
it has to linearise the systems along the desired trajectory if
local linearization method is adopted, which might increase
computational burden accordingly [68].

Remark 10: For the proposed synchronous DMPC
algorithm, each vehicle does not know the predicted
trajectory of other vehicles. Thus, the assumed predicted
trajectory is to replace the predicted trajectory in the local
optimization problems.

Remark 11: In the longitudinal direction, the control objec-
tive is to track the longitudinal velocity of the leader vehicle,
and to force the inter-vehicle spacing errors converge to
zero. Since each vehicle needs to transmit its assumed out-
put trajectory to communication vehicles, and to receive the

Algorithm 1 Synchronous DMPC algorithm
Input: DMPC parameters Np, Ts , Qi , Gi , Fi , Pi , Wi and

Ri , initial value of the state variable X i (0), control
input Ui (0).

Output: optimal control input U∗

i (0|k).
1: Initialization. At the time instant k = 0, initialize the

assumed control input and assumed output trajectories of
the i th vehicle {

Ûi ( j |k) = Ui (: |k)
ˆ̃yi ( j |k) = C̃i X̂ i ( j |k)

(34)

where X̂ i ( j |k) is constructed as

X̂ i ( j + 1|k)
= Ai

(
vx

i (k)
)

X̂ i ( j |k)+ BiÛi ( j |k)+ Eiwi ( j |k)
(35)

with j = 0, · · · Np − 1, X̂ i (0|k) = X i (0).
2: Iteration of DMPC. At each time instant k ≥ 0, the follow-

ing vehicles solve Problem 1 by ADMM algorithm [70]
to yield the optimal control input trajectory U∗

i ( j |k ).
3: Considering the assumed control sequence (28), the

corresponding assumed output trajectory ˆ̃yi ( j |k + 1) is
calculated by (29).

4: Transmit the assumed output trajectory ˆ̃yi ( j |k + 1) to
communication vehicles, and receive the assumed output
trajectory ˆ̃y j̃ ( j |k + 1) from neighbor vehicles.

5: Apply the first element of the optimal control input
U∗

i ( j |k ) to vehicle i .
6: At the next time instant, set k = k + 1, and go to Step 2 .

assumed output trajectory from its neighbors, the penalty
terms

∥∥ỹi ( j |k)− ˆ̃yi ( j |k)
∥∥

Gi
and

∥∥ỹi ( j |k)− ˆ̃y j̃ ( j |k)
∥∥

Fi
are

introduced. While in the lateral direction, the control objective
is to maintain the vehicle in the platoon within the designated
lane, i.e., each vehicle follows the reference path.

Remark 12: In order to reduce computational burden, here
vx

i in matrix Ai
(
vx

i (k)
)
, i ∈ [1, N ] is treated as a constant

parameter in the process of dynamic prediction. That is,
vx

i ( j | k) = vx
i (0| k) for all j ∈

[
1, Np − 1

]
.

Remark 13: In [69], a parallel augmented Lagrange based
bilinear MPC solver via a splitting scheme is proposed, which
can convert the non-convex model predictive control problem
into a set parallelization multi-parametric quadratic program-
ming and an equality constrained quadratic programming
problem. Thus, it can run an model predictive controller in
real-time as well.

Remark 14: Proof on the string stability of vehicle platoons
can be found while decoupled longitudinal and lateral con-
trollers are designed. However, it was shown in [11] and [12]
that a simply decoupled longitudinal and lateral controllers
might cause a serious handling stability problem. Theoretic
discussion on the aforementioned issue is still very challeng-
ing since high-order, nonlinear and coupled longitudinal and
lateral dynamics are considered in this paper.

In the paper, the nonlinear model (4) of the vehicle is
approximated into a linear model (15) by the Koopman
operator theory. Due to the terminal quadratic constraint,
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converting Problem 1 into a quadratic programming problem
is difficult. A sparse solver based on the alternating direction
method of multipliers (ADMM) algorithm for a linear MPC
subject to the terminal quadratic constraint is adopted to solve
Problem 1 [70].

The synchronous distributed model predictive control
algorithm is summarized, cf. Algorithm 1.

A sufficiency condition that guarantees asymptotic consen-
sus of the vehicle platoon with Algorithm 1 is introduced
as follows.

Theorem 1 (Asymptotic Consensus of Vehicle Platoons):
Suppose Assumption 1 holds. Then, asymptotic consensus
of the vehicle platoon with Algorithm 1 can be guaranteed
provided that

Gi ≥

∑
j̃∈2i

F j̃ , i ∈ N (36)

Proof: At the time instant k, define the sum of objective
function as a candidate Lyapunov function, i.e.,

J ∗
6 (k)

=

N∑
i=1

J ∗

i
(
X∗

i (: |k),U∗

i (: |k), ỹ∗

i (: |k), ˆ̃yi (: |k), ˆ̃y j̃ (: |k)
)

=

N∑
i=1

{Np−1∑
j=0

[
∥X∗

i ( j |k)−X i,des( j |k)∥Qi+∥ỹ∗

i ( j |k)− ˆ̃yi ( j |k)∥Gi

+

∑
j̃∈Ni

∥ỹ∗

i ( j |k)− ˆ̃y j̃ ( j |k)∥Fi + ∥U∗

i ( j |k)∥Ri

]
+ ∥X∗

i (Np|k)− X i,des(Np|k)∥Pi

}
(37)

At the time instant k + 1, since Ûi (: |k + 1) is a feasible,
but not optimal control sequence, one obtains

J ∗
6 (k + 1)− J ∗

6 (k)

≤

N∑
i=1

Ji
(
X̂ i (: |k+1), Ûi (: |k+1), ˆ̃yi (: |k+1),

ˆ̃yi (: |k+1), ˆ̃y j̃ (: |k+1)
)
− J ∗

6(k)

≤

N∑
i=1

{Np−1∑
j=0

[
∥X̂ i ( j |k + 1)−X i,des( j |k + 1)∥Qi

+ ∥ ˆ̃yi ( j |k + 1)− ˆ̃yi ( j |k + 1)∥Gi

+

∑
j̃∈Ni

∥ ˆ̃yi ( j |k+1)− ˆ̃y j̃ ( j |k+1)∥Fi +∥Ûi ( j |k+1)∥Ri

]
+ ∥X̂ i (Np|k + 1)− X i,des(Np|k + 1)∥Pi

}
− J ∗

6(k) (38)

According to (28) and (29), one has

J ∗
6 (k + 1)− J ∗

6 (k)

≤−

N∑
i=1

{
∥X∗

i (0|k)−X i,des(0|k)∥Qi+∥ỹ∗

i (0|k)− ˆ̃yi (0|k)∥Gi

+

∑
j̃∈Ni

∥ỹ∗

i (0|k)− ˆ̃y j̃ (0|k)∥Fi +∥U∗

i (0|k)∥Ri

}

+

N∑
i=1

1i +

N∑
i=1

εi (39)

where
N∑

i=1

1i =

N∑
i=1

{ Np−1∑
j=1

[ ∑
j̃∈Ni

∥ỹ∗

i ( j |k)− ỹ∗

j̃
( j |k)∥Fi

−

∑
j̃∈Ni

∥ỹ∗

i ( j |k)− ˆ̃y j̃ ( j |k)∥Fi

−∥ỹ∗

i ( j |k)− ˆ̃yi ( j |k)∥Gi

]}
and

N∑
i=1

εi =

N∑
i=1

{
∥X̂ i (Np|k+1)−X i,des(Np|k+1)∥Pi

− ∥X∗

i (Np|k)− X i,des(Np|k)∥Pi

+ ∥X̂ i (Np−1|k + 1)−X i,des(Np−1|k+1)∥Qi

+ ∥Ki (X̂ i (Np− 1|k+1)−X i,des(Np−1|k+1))∥Ri

+

∑
j̃∈Ni

∥ ˆ̃yi (Np−1|k+1)− ˆ̃y j̃ (Np−1|k+1)∥Fi

}
Due to the triangle inequality,

N∑
i=1

1i ≤

N∑
i=1

{ Np−1∑
j=1

[ ∑
j̃∈Ni

∥ỹ∗

j̃
( j |k)− ˆ̃y j̃ ( j |k)∥Fi

−∥ỹ∗

i ( j |k)− ˆ̃yi ( j |k)∥Gi

]}
(40)

Further, in terms of the definition of the set Ni and the set
2i , one has

N∑
i=1

1i ≤

N∑
i=1

{ Np−1∑
j=1

[ ∑
j̃∈2i

∥ỹ∗

i ( j |k)− ˆ̃yi ( j |k)∥F j̃

−∥ỹ∗

i ( j |k)− ˆ̃yi ( j |k)∥Gi

]}
(41)

According to (36),
N∑

i=1

1i ≤ 0 (42)

Similarly, due to the triangle inequality,
N∑

i=1

εi

≤

N∑
i=1

{
∥X̂ i (Np|k + 1)− X i,des(Np|k + 1)∥Pi

− ∥X∗

i (Np|k)− X i,des(Np|k)∥Pi

+ ∥X̂ i (Np − 1|k + 1)− X i,des(Np − 1|k + 1)∥Qi

+ ∥Ki (X̂ i (Np − 1|k + 1)− X i,des(Np − 1|k + 1))∥Ri

+

∑
j̃∈Ni

(
∥C̃i X̂ i (Np− 1|k + 1)−C̃i X i,des(Np−1|k + 1)∥Fi

+ ∥C̃i X̂ j̃ (Np − 1|k + 1)−C̃i X j̃,des(Np − 1|k + 1)∥Fi

)}
(43)
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In terms of(
X̂ i (Np − 1|k + 1)− X i,des(Np − 1|k + 1)

)
=

(
X∗

i (Np|k)− X i,des(Np|k)
)

∈ X f
i (44)

one has
N∑

i=1

εi

≤

N∑
i=1

{
∥X̂ i (Np|k + 1)− X i,des(Np|k + 1)∥Pi

− ∥X∗

i (Np|k)− X i,des(Np|k)∥Pi

+ ∥X̂ i (Np − 1|k + 1)− X i,des(Np − 1|k + 1)∥Qi

+2|Ni |
(
∥C̃i (X̂ i (Np−1|k+1)−X i,des(Np−1|k+1))∥Fi

+ ∥Ki (X̂ i (Np − 1|k + 1)− X i,des(Np − 1|k + 1))∥Ri

)}
≤

N∑
i=1

{
∥X̂ i (Np|k + 1)− X i,des(Np|k + 1)∥Pi

− ∥X∗

i (Np|k)− X i,des(Np|k)∥Pi

+∥X̂ i (Np− 1|k+1)−X i,des(Np−1|k+1)∥Qi+2|Ni |(C̃T
i FiC̃i )

+ ∥X̂ i (Np − 1|k + 1)− X i,des(Np − 1|k + 1)∥K T
i Ri Ki

}
(45)

Furthermore, in terms of (30) and (32), for any X i,e(k) ∈ X f
i

and k > 0, the terminal control law Ui (k)= Ki X i,e(k) and the
terminal cost Vi (X i,e(k))= X i,e(k)T Pi X i,e(k) satisfies

Vi
(
X̂ i,e(Np|k + 1)

)
− Vi

(
X∗

i,e(Np|k)
)

≤ −∥X∗

i,e(Np|k)∥Q∗
i
− ∥X∗

i,e(Np|k)∥K T
i Ri Ki

(46)

Combining (45) and (46), then
N∑

i=1

εi ≤ 0 (47)

Substituting both (42) and (47) into (39), one can conclude

J ∗
6 (k + 1)− J ∗

6 (k)

≤−

N∑
i=1

{
∥X∗

i (0|k)−X i,des(0|k)∥Qi+∥ỹ∗

i (0|k)− ˆ̃yi (0|k)∥Gi

+

∑
j̃∈Ni

∥ỹ∗

i (0|k)− ˆ̃y j̃ (0|k)∥Fi +∥U∗

i (0|k)∥Ri

}
≤ 0. (48)

This means that J ∗
6 (k) is monotonically decreasing.

Accordingly, the state of each vehicle in the platoon will
converge to the reference trajectory, i.e., lim

k→∞
X i,e(k) = 0,

and lim
k→∞

vx
i (k)=v

x
0 (k), i ∈ 1, . . . , N . Therefore, asymptotic

consensus of vehicle platoons is guaranteed.

B. Lower-Level Controller

The steering angle of the front tire calculated by the
distributed model predictive controller can be directly trans-
formed into steering wheel angle by a vehicle’s steering

ratio [37]. However, the desired longitudinal control force
cannot be implemented directly on a real vehicle. Therefore,
a lower-level controller is designed to transform the desired
longitudinal control force into throttle angle and brake pressure
by an inverse longitudinal dynamics model of the vehicle [71],
[73]. The structure of the lower-level controller is shown in
Fig. 8.

1) In the Process of Driving (When F x
i Is the Driving

Force): The driving force is provided by the engine of
the vehicle, so the desired engine torque can be calcu-
lated [71], i.e.,

Tdes,i =
F x

i re f f,i

ig,i io,i ηT,i
(49)

The engine torque characteristic map is shown in Fig. 9.
Utilizing the desired engine torque Tdes,i and the cur-
rent engine speed we,i , the desired throttle angle αdes,i is
obtained [72], where

αdes,i = β−1
i

(
Tdes,i , we,i

)
(50)

and the term β−1
i : (Tdes,i ) × (we,i ) → (αdes,i ) represents

a mapping.
2) In the Process of Braking (When F x

i Is the Braking
Force): The desired braking force and braking pressure satisfy
a linear relationship [73], i.e.,

pbdes,i =
F x

i
Ks

(51)

where Ks is the braking coefficient,

Ks =
Tb f,i − Tbr,i

pb,i re f f,i
(52)

the term pb,i is the braking pressure, Tb f,i and Tbr,i are the
braking torques of the front and rear wheels, respectively.

IV. SIMULATION AND RESULT ANALYSIS

A vehicle platoon consists of five vehicles, namely, one
leader vehicle and four followers. A joint simulation platform
consisting of PreScan, CarSim, and Matlab/Simulink is con-
structed, which is shown in Fig. 10, where Prescan provides
the road environment information, CarSim provides the vehicle
dynamics, and Matlab/Simulink is employed to design and
implement of controller. All vehicle parameters in the joint
simulation are the same except for the vehicle mass mi , i.e.,
I z
i = I z , ai = a, bi = b, Cc f

i = Cc f , Ccr
i = Ccr , ηT,i = ηT ,

re f f,i = re f f , ig,i = ig , io,i = io. Set m0 = 1820 kg,
m1 = 1845 kg, m2 = 1868 kg, m3 = 1922 kg, m4 = 1984 kg.
The parameters of the vehicle dynamics are shown in Table I.

The braking coefficient of Ks is produced as follows: set the
initial velocity of the vehicle in CarSim to 70km/h, and the
braking pressure of Pb,i = 0.8Mpa, then the braking torque of
the front wheels Tb f,i = 320N · m, and the braking torque of
the rear wheels Tbr,i = 320N · m are measured, respectively.
According to (52), Ks = 2266.3.

The following parameters and constraints are used in the
design of DMPC, i.e.,

• Sampling time: Ts = 0.1s
• Prediction horizon: Np = 6
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Fig. 8. The structure of the lower-level controller.

Fig. 9. Engine torque map.

Fig. 10. The structure of the joint simulation by PreScan, CarSim, and
Simulink.

TABLE I
THE PARAMETERS OF THE VEHICLE DYNAMICS

• State constraints [74]:
vx

i,min = 10(m/s), vx
i,max = 30(m/s)

v
y
i,min = −2(m/s), v

y
i,max = 2(m/s)

ψ̇i,min = −0.2(rad/s), ψ̇i,max = 0.2(rad/s)
ep

i,min = −2(m), ep
i,max = 2(m)

eψi,min = −0.1(rad), eψi,max = 0.1(rad)
ey

i,min = −1(m), ey
i,max = 1(m)

• Actuator constraints [37]:
F x

i,min = −5000(N), F x
i,max = 5000(N)

δi,min = −0.7(rad), δi,max = 0.7(rad).
Set the initial position of the leader vehicle as s0 = 64m,

the initial positions of the following vehicles as s1 = 48m,

Fig. 11. The desired velocity trajectory of the leader vehicle.

Fig. 12. The road radius.

s2 = 32m, s3 = 16m, s4 = 0m, respectively. A constant
distance policy is adopted, i.e., d0 = 16m (when vx

0 = 20m/s,
constant time headway is 0.8s). The desired velocity trajectory
of the leader vehicle is shown in Fig. 11, i.e., the leader vehicle
in the platoon is running along a given curved road. The road
radius is shown in Fig. 12.

Remark 15: Note that for comparison, a DMPC algorithm
solving directly a nonlinear optimization problem without the
terminal constraint is designed, where the nonlinear vehicle
dynamics model (4) and the lane-keeping model (18) are taken
into account directly.

Case 1: Vehicle Platoon Under the Predecessor-Leader
Following Communication Topology: In the joint simulation,
first, a vehicle platoon with five vehicles interconnected by the
predecessor-leader following (PLF) communication topology
is considered, which is shown in Fig. 13, where each following
vehicle of the platoon can obtain the information of its
predecessor vehicle and leader vehicle simultaneously.

The joint simulation results under the PLF communication
topology are shown in Fig. 14-21. Fig. 14 shows the longitu-
dinal position of the vehicle in the platoon when the leader
vehicle velocity changes, where the collision can be avoided.
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Fig. 13. The predecessor-leader following communication topology.

Fig. 14. Longitudinal position of the vehicle under the PLF communication
topology.

Fig. 15. Spacing errors of the following vehicles under the PLF communi-
cation topology.

Fig. 16. Longitudinal velocity of the following vehicles under the PLF
communication topology.

Fig. 15 shows spacing errors of the following vehicles in the
platoon, where the desired safety distance can be maintained
between the front and rear vehicles. Fig. 16 shows that when
the leader vehicle changes its velocity, the following vehicles
in the platoon can track the velocity of the leader vehicle.
Fig. 17-18 show the performance of lane keeping for vehicle
in the platoon when the leader vehicle velocity changes. It can
be found that when the road curvature changes, the lateral
position error and heading error of vehicles in the platoon
will change accordingly within an allowable range. When the
road curvature is constant, the lateral state information of

Fig. 17. Heading error of the following vehicles under the PLF communi-
cation topology.

Fig. 18. Lateral position error of the following vehicles under the PLF
communication topology.

Fig. 19. Computational time of the proposed algorithm with the terminal
constraint under the PLF communication topology.

vehicles will converge to zero. The computational time of the
proposed algorithm with the terminal constraint under the PLF
communication topology is shown in Fig. 19, which operated
on Intel(R) Core(TM) i7-10700 CPU(2.90GHz), and 16GB
RAM. The average computational time of the four following
vehicles is 0.0023s, 0.0019s, 0.0018s, 0.0018s, respectively.
As a comparison, the computational time for solving the
nonlinear optimization problem without the terminal constraint
using the MATLAB function ‘fmincon’ (MATLAB 2016b,
active-set method) under the PLF communication topology
is shown in Fig. 20. The average computational time of the
four following vehicles is 0.1197s, 0.1257s, 0.1235s, 0.1264s,
respectively. The computational time for solving the nonlinear
optimization problem without the terminal constraint using
ACADO Code Generation tool under the PLF communication
topology is shown in Fig. 21. The average computational time
of the four following vehicles is 4.537×10−5s, 4.544×10−5s,
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Fig. 20. Computational time for solving the nonlinear optimization problem
without the terminal constraint using the MATLAB function ‘fmincon’
(active-set method) under the PLF communication topology.

Fig. 21. Computational time for solving the nonlinear optimization problem
without the terminal constraint using ACADO Code Generation tool under
the PLF communication topology.

Fig. 22. The two-predecessor-leader following communication topology.

4.531 × 10−5s, 4.263 × 10−5s, respectively. Although the
nonlinear optimization problem can be solved directly using
the ACADO Code Generation tool with less computational
time, the asymptotic consensus might not be guaranteed due
to the lack of a terminal constraint. Compared to solving
nonlinear optimization problems using the MATLAB function
‘fmincon’, the proposed algorithm can significantly reduce the
computational burden.

Case 2: Vehicle Platoon Under the Two-Predecessor-Leader
Following Communication Topology: Here a vehicle platoon
under the two-predecessor-leader following (TPLF) commu-
nication topology shown in Fig. 22 is considered, where the
following vehicles in the platoon can obtain the information of
its two predecessor vehicles and leader vehicle simultaneously.

The joint simulation results under the TPLF communication
topology are shown in Fig. 23-29. Fig. 23-25 shows that when
the leader vehicle changes its velocity, the following vehicles
in the platoon can still quickly converge to the velocity of
the leader vehicle, and maintain the desired safety distance.
It can be found in Fig. 26-27 that the vehicles in the platoon
can still keep in the lane under the TPLF communication
topology. The computational time of the proposed algorithm
with the terminal constraint under the TPLF communication

Fig. 23. Longitudinal position of the vehicle under the TPLF communication
topology.

Fig. 24. Spacing errors of the following vehicles under the TPLF commu-
nication topology.

Fig. 25. Longitudinal velocity of the following vehicles under the TPLF
communication topology.

Fig. 26. Heading error of the following vehicles under the TPLF communi-
cation topology.

topology is shown in Fig. 28, which operated on Intel(R)
Core(TM) i7-10700 CPU(2.90GHz), and 16GB RAM. The
average computational time of the four following vehicles
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Fig. 27. Lateral position error of the following vehicles under the TPLF
communication topology.

Fig. 28. Computational time of the proposed algorithm with the terminal
constraint under the TPLF communication topology.

Fig. 29. Computational time for solving the nonlinear optimization problem
without the terminal constraint using the MATLAB function ‘fmincon’
(active-set method) under the TPLF communication topology.

is 0.0025s, 0.0020s, 0.0019s, 0.0019s, respectively. As a
comparison, the computational time for solving the nonlinear
optimization problem without the terminal constraint using
the MATLAB function ‘fmincon’ (MATLAB 2016b, active-set
method) under the TPLF communication topology is shown in
Fig. 29. The average computational time of the four following
vehicles is 0.1195s, 0.1257s, 0.1254s, 0.1314s, respectively.
Compared to solving nonlinear optimization problems using
the MATLAB function ‘fmincon’, the proposed algorithm can
significantly reduce the computational burden.

Remark 16: In the paper, a nonlinear vehicle platoon model
is approximated to a linear parametric-varying model using
the Koopman operator theory. Furthermore, a linear DMPC
optimization problem subject to terminal quadratic constraints
is designed to guarantee asymptotic consensus, which avoids

TABLE II
COUPLED LONGITUDINAL AND LATERAL CONTROL

solving nonlinear optimization problems and reduces the com-
putational burden accordingly. Note that asymptotic consensus
of the vehicle platoon can be guaranteed by adding a terminal
constraint into the optimization problem [23], [66]. Future
research will focus on solving the linear DMPC optimization
problem subject to the terminal quadratic constraint using the
ACADO Code Generation tool to reduce computational time
further [75].

V. CONCLUSION

There exists a strong coupling relationship between the
longitudinal and lateral motion of a vehicle platoon driving
on the curved road. In this paper, a hierarchical control struc-
ture combining longitudinal tracking and lane-keeping was
presented for communication vehicles in the platoon. Firstly,
a nonlinear vehicle model considering the coupling character-
istics of longitudinal and lateral dynamics was approximated
to a “global” linear model by the Koopman operator theory.
Combining linearized vehicle dynamics model and the lane-
keeping model, a linear parametric-varying vehicle platoon
model was established. Then, a synchronous distributed model
predictive control algorithm with the vehicle platoon model
was proposed as an upper-level controller, which can reduce
the computational burden accordingly. A lower-level controller
was designed, where the desired longitudinal control force
determined by the upper-level controller was transformed into
throttle angle and brake pressure by the inverse longitudi-
nal dynamics model of the vehicle. Finally, joint simulation
results by PreScan, CarSim and MATLAB/Simulink showed
that when a vehicle platoon driving on a curved road, the
proposed control strategy guarantees a good performance on
both longitudinal tracking and lane keeping. Future research
will focus on guaranteeing the string stability of vehicle
platoons, and addressing communication delays or data packet
loss between vehicles.

APPENDIX

The parameters of coupled longitudinal and lateral control
are listed in Table II.

Solving the LMI problem (31) and the terminal region prob-
lem (32) under the PLF communication topology, we obtain
the matrices

K1 =

[
−3310.8 0.3605 2.7188 −3326.7 −3.2486 −30.7785
0.0017 −0.1506 −0.7211 0.0013 0.5689 4.1244

]
K2 =

[
−3311.4 0.3422 2.7074 −3306.3 −3.2810 −31.1075
0.0017 −0.1533 −0.7235 0.0013 0.5732 4.1687

]
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K3 =

[
−3309.3 0.2996 2.6821 −3254.4 −3.3518 −31.8513
0.0017 −0.1595 −0.7292 0.0013 0.5835 4.2745

]
K4 =

[
−3306.3 0.2494 2.6570 −3197.2 −3.4356 −32.6980
0.0018 −0.1670 −0.7359 0.0013 0.5956 4.3981

]

P1 =106


689.12 −0.0605 −0.4804 817.86 0.6431 5.9092
0.0605 25.906 −7.8829 −0.0872 −32.500 −202.90

−0.4804 −7.8829 72.689 −0.3062 −30.998 −211.47
817.86 −0.0872 −0.3062 2921.8 0.8502 6.6277
0.6431 −32.500 −30.998 0.8502 112.88 521.10
5.9092 −202.90 −211.47 6.6277 521.10 4451.0



P2 =106


697.11 −0.0581 −0.4838 822.16 0.6558 6.0336
0.0581 26.437 −7.7966 −0.0931 −33.299 −209.48

−0.4838 −7.7966 71.973 −0.3054 −30.829 −210.59
822.16 −0.0931 −0.3054 2934.6 0.8616 6.7354
0.6558 −33.299 −30.829 0.8616 113.86 529.49
6.0336 −209.48 −210.59 6.7354 529.49 4531.8



P3 =106


715.98 −0.0524 −0.4921 830.22 0.6854 6.3262
0.0524 27.716 −7.5656 −0.1073 −35.215 −225.32

−0.4921 −7.5656 70.350 −0.3052 −30.503 −208.99
830.22 −0.1073 −0.3052 2947.6 0.8883 6.9977
0.6854 −35.215 −30.503 0.8883 116.23 549.73
6.3262 −225.32 −208.99 6.9977 549.73 4726.2



P4 =106


735.33 −0.0452 −0.5021 839.28 0.7203 6.6668
0.0452 29.236 −7.2530 −0.1240 −37.471 −244.11

−0.5021 −7.2530 68.589 −0.3059 −30.245 −207.90
839.28 −0.1240 −0.3059 2962.6 0.9200 7.2987
0.7203 −37.471 −30.245 0.9200 119.03 573.75
6.6668 −244.11 −207.90 7.2987 573.75 4995.6



W1 =


0.4406 −0.0007 −0.0100 0.4566 0.0039 0.0235

−0.0007 0.0711 0.2608 −0.0003 −0.2749 −1.5657
−0.0100 0.2608 1.2493 −0.0088 −1.0099 −6.6562
0.4566 −0.0003 −0.0088 0.5781 0.0028 0.0244
0.0039 −0.2749 −1.0099 0.0028 1.0690 6.1023
0.0235 −1.5657 −6.6562 0.0244 6.1023 41.441



W2 =


0.4405 −0.0007 −0.0098 0.4525 0.0039 0.0243

−0.0007 0.0736 0.2656 −0.0003 −0.2817 −1.6122
−0.0098 0.2656 1.2538 −0.0085 −1.0184 −6.7388
0.4525 −0.0003 −0.0085 0.5694 0.0027 0.0247
0.0039 −0.2817 −1.0184 0.0027 1.0850 6.2218
0.0243 −1.6122 −6.7388 0.0247 6.2218 42.323



W3 =


0.4394 −0.0007 −0.0095 0.4422 0.0039 0.0258

−0.0007 0.0797 0.2773 −0.0003 −0.2984 −1.7261
−0.0095 0.2773 1.2648 −0.0079 −1.0390 −6.9371
0.4422 −0.0003 −0.0079 0.5477 0.0026 0.0256
0.0039 −0.2984 −1.0390 0.0026 1.1239 6.5116
0.0258 −1.7261 −6.9371 0.0256 6.5116 44.471



W4 =


0.4381 −0.0007 −0.0091 0.4307 0.0039 0.0275

−0.0007 0.0872 0.2913 −0.0003 −0.3187 −1.8650
−0.0091 0.2913 1.2781 −0.0072 −1.0635 −7.1713
0.4307 −0.0003 −0.0072 0.5243 0.0026 0.0264
0.0039 −0.3187 −1.0635 0.0026 1.1708 6.8590
0.0275 −1.8650 −7.1713 0.0264 6.8590 47.058


The parameters of the terminal ingredients obtained by solv-

ing the LMI problem (31) and the terminal region problem (32)
under the TPLF communication topology are ignored due to
the space limitation.
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